
ISSN 2348-1196 (print) 
International Journal of Computer Science and Information Technology Research  ISSN 2348-120X (online) 

Vol. 6, Issue 4, pp: (12-18), Month: October - December 2018, Available at: www.researchpublish.com 
 

Page | 12  
Research Publish Journals 

A SURVEY ON IMAGE PROCESSING 

TECHNIQUES WITH PLANT GROWTH 

AND PLANT DISEASE DETECTION 

METHODOLOGIES 

1
G.Iswarya,

 2
C.Mohana Priya 

1
MCA., M.Phil (Research Scholar), 

2
MSc(CT).,M.phil., Assistant Professor, 

1,2 
Department of Computer Science, Tiruppur Kumaran College for women, Tirupur, TamilNadu, India 

Abstract: Image processing domain performs a major role of real time applications in modern world. Such image 

processing strategy conveys process on the digitized picture to give better arrangements. Different systems takes 

after to be apparatus for image processing, the majority of these are includes in upgrading the clarity of picture, 

commotion free pictures and compacting the first picture to packed information with a specific end goal in order 

to decrease the storage memory. This survey paper presents the brief overview and applications for various types 

of techniques included in image processing are discussed. This paper is the complete survey of basic technological 

aspects of DIP. It explains how an image and picture are defined. Why image processing is required in our every 

day life is explained.  How any picture is prepared to look better utilizing three strategies like ‘Sharpening of 

edges’, Noise removal’, ‘Removing motion blur’ are explained. How pixels are employed to create a picture is 

defined. Some application areas are discussed to Digital image processing. 

Keywords: DIP, Edge Detection, Plant growth detection, Plant Disease detection.  

1.   INTRODUCTION 

Today we are existing in a modern world and everyone is directly or indirectly associated with images. We can take 

pictures or record video instantly from our mobile or digital camera with just one touch and we can store, share, and edit it 

anytime. Object which we can see is available on our screen.  How it is possible? An image contains lots of details such as 

colors, size, shape etc. It is possible with image processing techniques. So, this domain is the processing of images with 

some mathematical algorithm. Image may be 2D or 3D, still picture or video but it has some technical process by which 

they form. Since technology is changing every minute and similarly the quality of image is improving. Scientists and 

Engineers are continuously working to develop image processing more advance for better quality of images. So that 

digital image can talk over thousands of word. 

Image processing is any type of signal processing in which the information will be given as a picture, for example, a 

photo or video outline; the yield of picture preparing will be also a image or an organization of qualities or parameters that 

are identified with given picture. Image processing includes preparing or adjusting a current picture in a coveted way and 

furthermore helps in getting the picture in the decipherable organization. Most procedures of image processing include 

regarding the picture as 2 - dimensional flag and applying standard flag preparing methods to it. The MathCAD and 

MatLab are the two situations which outfits for image processing. In this, Mat Lab depends on grid situated dialect and 

appropriate for controlling pictures. The outcome delivers exceptionally clearness picture and conservative method for 

communicating image processing activities. 
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1.1. DIGITAL IMAGES:  

A picture is just a two dimensional flag. It is characterized by the scientific capacity F(x, y) where the co-ordinates in this 

functions are x and y on a level plane and vertically. The estimation of f(x, y) anytime is gives the pixel esteem by then of 

a picture. Probably the most common as likely utilized picture composes are double, dim scale and shading pictures. A 

picture is only a two dimensional cluster of numbers going somewhere in the range of 0 and 255.  An image function at 

any point may have any value but digital image function at any point has only discrete value 

 

 

 

Related with every pixel is a number known as Digital Number (DN) or Brightness Value (BV), which portrays the 

normal brilliance of a generally little zone inside a scene (Fig. 1). A more modest number demonstrates low normal 

brilliance from the zone and the high number is a pointer of high radiant properties of the Area. The extent of this region 

impacts the multiplication of points of interest inside the scene. As pixel estimate is decreased more scene detail is 

displayed in computerized portrayal.  

1.1.1. Edge Sharpening:  

We have to hone the edge of a picture to make it look clear. To print a picture it is essential that the picture show up with 

sharp edges, so some honing is typically performed. 

 

 

 

 

Figure 1.1. Edge Sharpening 

1.1.2. Noise Removal: 

Noise is random error in the image and it is general in data transmission. Entire variety of electronic segments may 

influence information going through them, so it might conceivable that the picture will end up noisy. Noise can be of 

different forms, so each type of noise requires a different method to noise removal.  

 

 

 

 

 

1.2. IMAGE PROCESSING: 

Image processing is a strategy to play out a few activities on a image, with a specific end goal to get an upgraded picture 

or to extricate some helpful data from it. It is a kind of signal processing in which input is a picture and yield might be 

picture or qualities/highlights related with that picture. These days, image preparing is among quickly developing 

advancements. It shapes center research territory inside designing and software engineering regulations also.  

Image handling essentially incorporates the accompanying three stages:  

 Importing the image through image acquisition apparatuses;  

 Analyzing and controlling the image;  

 Output in which result can be modified picture or report that depends on picture investigation. 
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There are two sorts of strategies employed for image processing to be specific, simple and DIP. Simple image processing 

can be employed for the printed editions like images and printed copies. Image processing utilizes different essentials of 

understanding while at parallel instance utilizing these visual strategies. The digital image processing procedures help in 

control of the advanced pictures by utilizing PCs. The three common phases that a kind of data require to experience 

while it use digital procedure such as view, upgrade, data extraction, and pre-processing.  

In this address we will discuss a couple of crucial definitions, for example, digital image processing, image and digital 

image. Diverse wellsprings of digital image will be examined and models for each source will be given. The continuum 

from image processing to PC vision will be canvassed in this address. At last we will discuss picture securing and diverse 

kinds of image sensors. 

1.2.1. Purpose of Image processing: 

The motivation behind image processing is isolated into 5 gatherings. They are:  

1. Measurement of pattern – Measures different protests in a picture. 

2. Image sharpening and restoration - To make a superior picture.   

3. Image Recognition – Distinguish the items in a picture. 

4. Visualization - Observe the items that are not unmistakable.  

5. Image retrieval - Seek for the picture of intrigue. 

2.   RELATED WORK 

A considerable lot of the methods of DIP, or computerized picture processing as it regularly was called, were produced in 

the 1960s at the Bell Laboratories, Jet Propulsion Laboratory, and University of Maryland. A couple of examines, for 

example, application to satellite pictures, wire-photograph measures change, medicinal imaging, videophone, character 

acknowledgment, and photo improvement were additionally conveyed out[18].  

S V Ahmed [15] examined the work arranged by concentrating upon the reproduction and these process perspectives in 

the transmission of information over the endorser lines for the advancement of a picture preparing framework for eye 

measurements from eye. 

P K Sahooet al [16] exhibited an overview of thresholding strategies and refreshed the before review work. An endeavor 

was made to assess the execution of some programmed worldwide thresholding techniques utilizing the foundation 

capacities, for example, consistency and shape measures. The assessment depended on some certifiable pictures.  

Marc Antoniniet al [17] proposed another plan for picture pressure taking psycho-visual highlights in to account both in 

the space and recurrence areas. This new technique included two stages. Initial, a wavelet change so as to get an 

arrangement of bi symmetrical subclasses of pictures; the first picture is deteriorated at various scales utilizing a yramidal 

calculation engineering. Second, as per Shannon's rate twisting hypothesis, the wavelet coefficients are vector quantized 

utilizing a multi goals codebook. Moreover, to encode the wavelet coefficients, a commotion forming bit distribution 

technique was proposed which accept that points of interest at high goals are less obvious to the human eye. At last, with a 

specific end goal to enable the recipient to perceive a photo as fast as conceivable at least cost, a dynamic transmission 

plot was exhibited. It is express that the wavelet change is especially all around adjusted to dynamic transmission.  

S V Ahmed [18] talked about the work arranged by concentrating upon the reenactment and image processing 

perspectives in the transmission of information over the supporter lines for the improvement of a image processing 

framework for eye insights from eye.  

P K Sahooet al [19] introduced a review of thresholding strategies and refreshed the before study work. An endeavor was 

made to assess the execution of some programmed worldwide thresholding techniques utilizing the rule capacities, for 

example, consistency and shape measures. The assessment depended on some true pictures.  

Marc Antoniniet al [20] proposed another plan for image compression taking psycho-visual highlights in to account both 

in the space and recurrence areas. This new strategy included two stages. Initial, a wavelet change so as to acquire an 

arrangement of bi orthogonal subclasses of pictures; the original picture is disintegrated at various scales utilizing a 
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yramidal calculation design. Second, as per Shannon's rate twisting hypothesis, the wavelet coefficients are vector 

quantized utilizing a multi goals codebook. Besides, to encode the wavelet coefficients, a commotion forming bit 

designation strategy was proposed which accept that points of interest at high goals are less unmistakable to the human 

eye. At long last, so as to enable the recipient to perceive a photo as fast as conceivable at least cost, a dynamic 

transmission plot was exhibited. It is demonstrated that the wavelet change is especially very much adjusted to dynamic 

transmission.  

Harpen MD [21] exhibited a wavelet hypothesis intended particularly for the radiological physicist.  As  a  result,  the  

radiological  physicist  can  expect  to  be  confronted  with elementsof  wavelet  theory  as  diagnostic  radiology  

advances  into  teleradiology,  PACS, and computer aided feature extraction and diagnosis.  

Salem Saleh Al-amriet al [22] endeavored to embrace the investigation of division image strategies by utilizing five 

threshold techniques as P-tile method, Edge Maximization Technique (EMT), Histogram Dependent Technique (HDT), 

visual Technique and Mean method and they are contrasted with each other so as with pick the best method for edge 

division procedures picture. These procedures are connected on three satellite pictures to pick base estimates for limit 

division picture.  

Wiecek B.et al [23] proposed another image processing apparatuses for change warm and visual pictures, primarily for 

application in pharmaceutical and science. A novel strategy for territory and separation assessment in light of measurable 

differencing was examined. Keeping in mind the end goal to build the estimations precision, the insertion and sub pixel 

bitmap handling were picked.  

Patnaiket al [24] introduced a image processing strategy utilizing auto-cooperative neural system and embeddedzero-

treecoding. The job of the neural system (NN) is to deteriorate the picture arranges by organize, which empowered 

examination like wavelet decay. This deals with the standard of principal component  extraction (PCE). System preparing 

is accomplished through a recursive least squares (RLS) calculation. The coefficients are orchestrated in a four-quadrant 

sub-band structure. The zero-treecoding calculation is utilized to quantize the coefficients. The framework beat the 

embeddedzero-tree wavelet plot in a rate-twisting sense, with best perceptual quality for a given pressure proportion.  

Shanhui Sun Christian Bauer et al [25] displayed a completely robotized approach for division of lungs in CT datasets. 

The technique was particularly intended to heartily fragment lungs with disease masses and comprises of three preparing 

steps. Initial, a ribcage recognition calculation is used to introduce the model-based division technique. Second, a 

powerful dynamic shape demonstrate coordinating methodology is connected to generally portion the blueprint of the 

lungs. Third, the diagram of the coordinated model is additionally adjusted to the picture information by methods for an 

ideal surface discovering approach. 

3.   BACKGROUND STUDY 

3.1. PLANT DISEASE DETECTION AND ITS TECHNIQUES: 

3.1.1. Detection:  

Since the data accumulated by applying image processing strategies frequently permits recognizing the disease, as well as 

assessing its seriousness, there are little techniques concentrated just in the identification issue.  

There are two principle circumstances in which straightforward location applies:  

Partial grouping: when an illness must be distinguished between few conceivable pathologies, it might be advantageous to 

play out a halfway order, in which competitor districts are named being the consequence of the ailment of intrigue or not, 

rather than applying a total characterization into any of the conceivable infections.  

3.1.2. Neural Networks: 

The strategy proposed by Abdullah endeavors to separate a given malady (corynespora) from different pathologies that 

influence elastic tree clears out. The calculation does not utilize any sort of division. Rather, Principal Component 

Analysis is connected specifically to the RGB estimations of the pixels of a low goals (15 × 15 pixels) picture of the 

clears out. The initial two central segments are then sustained to a Multilayer Perceptron (MLP) Neural Network with one 

shrouded layer, whose yield uncovers if the example is tainted by the illness of intrigue or not.  
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3.1.3. Thresholding:  

The technique proposed by Sena Jr et al. (2003) means to separate between maize plants influenced by fall armyworm 

from sound ones utilizing digital images. They isolated their calculation into two fundamental stages: image processing 

and picture analysis. In the picture processing stage, the picture is changed to a dark scale, thresholded and separated to 

evacuate fake antiquities. In the picture analysis organize, the entire picture is separated into 12 squares. Hinders whose 

leaf region is under 5% of the aggregate zone are disposed of. For each residual square, the quantity of associated objects, 

representing the affected regions, is tallied. The plant is viewed as infected if this number is over a limit, which, after 

experimental assessment, was set to ten.  

3.1.4. Quantification: 

The strategies displayed in this area mean to measure the seriousness of a given malady. Such a seriousness might be 

induced either by the territory of the leaves that are influenced by the malady, or by how profoundly established is the 

love, which can be evaluated by methods for shading and surface highlights. Most measurement calculations incorporate a 

division venture to disconnect the manifestations, from which highlights can be extricated and appropriately prepared 

taking in mind the final target to give a gauge to the disease seriousness. 

3.1.5. Dual-segmented regression analysis: 

Story et al. (2010) proposed a strategy for observing and early recognition of calcium deficiency in lettuce. The initial step 

of the calculation is the plant segmentation by thresholding technique, so the image outline region is disconnected. The 

layouts of the region of intrigue are connected back to the first images, according to this method just the region of features 

is considered. From that, various features (Red Green and Blue and Hue Saturation Lightness) and texture highlights 

(from the dim level co-occurance matrix) are separated. From that point onward, the detachment point distinguishing the 

beginning of because of the calcium insufficiency is ascertained by recognizing the mean contrast between the treatment 

and control holders at each deliberate time for all highlights. 

4.   SOLUTION STRATEGIES 

4.1. PLANT GROWTH AND ITS DETECTION TECHNIQUES: 

4.1.1. Plant Growth:  

In today’s technology, image analysis finds itself a great use to monitor and assess plant growth and health. Data collected 

for this purpose allows creating or increasing the performance of the health and growth models. Studies related to the 

growth and health of plants is mainly focused on leaf area as a feature parameter (Tarbell and Raid, 1991). Thus, plant 

leaf area can be used to predict the growth of plants as functions of environmental conditions. Disruptive harvesting of 

plants by sampling of leaves is the most accurate way to measure the leaf area, but it is not good to make repeated 

measurements on the same plants or remote measurement of plants. Moreover, the areas of the leaves can be predicted 

based on the correlations between the area and dimensions of leaf size and shape (Baker, 1996). Nevertheless, these 

recordings can be boring and time consuming, particularly during periods when leaf area is growing quickly.  

Non-destructive chronicles utilizing vision innovation can possibly give a solid forecast of region without harvesting the 

plants. Leaf regions can be acquired by a camcorder and handled with a PC (Baker, 1996). Eguchi et al., (1983) attempted 

to adjust a picture examination framework for looks into of plant development. In later years, image processing was 

utilized by Meyer and Davidson, (1987) to research plant growth, by estimating the leaf region; stem chamber and leaf. 

They likewise deduced in their examination that framework precision and relevance can be constrained by the camera 

goals. The issue of foreseeing plants biomass as for their development utilizing vision observing procedures was 

examined by Evers et al., (1987). Hack, (1989) researched the connection between new weight of the lettuce plant and the 

recorded leaf region of it in the nursery, by image processing framework. To decide the plant fresh weight and 

transpiration, a measuring scale was utilized in a hydroponic framework. This time, the correlation between fresh weight 

and leaf area gave the best results with an exponential regression equation and with a determination coefficient (R2 ) of 

0.90. Special software was developed by Tarbell and Reid, (1991) to scan corn plants images. Plant growth and 

development could be monitored by this image-based monitoring system. Another simulation model was also developed 

to detect the leaf area in potato plants (Trooien and Heermann, 1992). They have tested several experimental procedures 

on the simulated potato canopy where they compared the image processed and measured leaf area. In another research, for 
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hazelnut plants a high correlation between leaf areas obtained with an area meter and canopy silhouette areas measured 

with image processing was found by Bignami and Rossini, (1996). Nyakwende et al., (2015) found a correlation between 

true leaf area of intact tomato plants and areas measured using image analysis. The images were obtained from the plants 

as top-view, side-view and with an oblique angle. Furthermore, they explored the taut-string limit which gave data about 

the smallness of the plants as they develop. Another framework utilizing computerized video and image analysis was 

exhibited by Leister et al., (1999) to non-destructively characterize the plant size by estimating plant leaf territory. The 

framework gave a non-damaging technique to evaluate the plant development and development rates by checking and 

measuring highlight parameters of the plant. In another investigation, plant growth and wellbeing in a controlled situation 

was ceaselessly observed by Kacira and Ling, (2001) utilizing a vision monitoring approach. Shelter region is likewise an 

essential variable concerning plant development. The covering region of a plant is absolutely comparable to its dry 

weight. Likewise, the plant development is additionally explicitly associated to its dry weight. Estimating plant shade 

territory, or in different terms plant shelter cover, by the methods for image processing can give important data for plant 

growth observing. An example acknowledgment calculation was tried by Han and Hayes, (1990) to recognize edit 

overhangs from the foundation soil. In another investigation, the image classification strategy was utilized by Han and 

Hayes, (1990) with soil colour data. Additionally models were likewise considered by Vanhenten and Bontsema, (1995) 

to discover the connection between the dirt inclusion of lettuce overhang which is estimated by picture investigation and 

its dry weight. It was inferred that the dry weight could anticipated with 95% precision from the soil inclusion. Ewing and 

Horton, (1999) created exceptional calculation to remove some data from colour pictures. The product permitted getting a 

few information from colour pictures like photos of plant coverings. Percent shade cover could likewise be estimated 

utilizing this product. Development rates of plants can likewise be estimated straightforwardly utilizing picture analysis 

methods. The stem length and development rates were estimated by picture analysis of Verbena bonariensis L. plant by 

Shimizu and Heins, (1995). Movement in dynamic image arrangements of dicot leaves were examined by Schmundt. By 

the created approaches growth rate could be estimated at under 1% every hour.  

5.   CONCLUSION 

This journal presented a comprehensive survey for image processing techniques, image detection techniques, plant growth 

detection techniques in image processing and plat disease detection techniques in image processing. This paper likewise 

talked about a few Feature extraction and order systems for plant disease classification. It is obvious from the above 

relative audit that no strategy gives a total answer for all issues yet this survey chooses the best technique for disease 

recognizable proof in term of the division calculation and classifier of images. The execution of all techniques is 

estimated by its accuracy. From these strategies, Researchers can precisely recognize and characterize different plant 

disease and growth utilizing image preparing procedures. A few papers of this region couldn't be investigated to constrain 

the paper length. For future work, these techniques could be created for different ailments and some new highlights could 

be removed for accomplishing high precision. 
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